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ABSTRACT

Keywords: Mining the social media outlet Twitter for geolocated messages provides a rich database of information
Food deserts on people's thoughts and sentiments about myriad topics, like public health. Examining this spatial data
Twitter . . . e . . .

Nutrition has been particularly useful to researchers interested in monitoring and mapping disease outbreaks, like
Spatial analysis influenza. However, very little has been done to utilize this massive resource to examine other public
Public health health issues. This paper uses an advanced data-mining framework with a novel use of social media data

retrieval and sentiment analysis to understand how geolocated tweets can be used to explore the
prevalence of healthy and unhealthy food across the contiguous United States. Additionally, tweets are
associated with spatial data provided by the US Department of Agriculture (USDA) of low-income, low-
access census tracts (e.g. food deserts), to examine whether tweets about unhealthy foods are more
common in these disadvantaged areas. Results show that these disadvantaged census tracts tend to have
both a lower proportion of tweets about healthy foods with a positive sentiment, and a higher proportion
of unhealthy tweets in general. These findings substantiate the methods used by the USDA to identify

regions that are at risk of having low access to healthy foods.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Twitter provides a massive amount of spatiotemporal infor-
mation about individuals broadcasting their opinions, moods, and
activities. These data have been utilized in a number of diverse
ways to understand a range of social phenomena. For example,
Vieweg, Hughes, Starbird, and Palen (2010) analyze two natural
hazard events to understand if tweets contribute to increasing the
situational awareness of nearby residents. Herdagdelen, Zuo,
Gard-Murray, and Bar-Yam (2012) map social, political, and
geographic attributes of tweeters sharing online news articles to
explore the relationship between individual identities and col-
lective group dynamics. Others have explored everything from the
diffusion of political unrest (Howard et al., 2011) to tracking
popular social trends (Naaman, Becker, & Gravano, 2011).

One important, and largely untapped use of Twitter's massive
data feed is to utilize tweets as a means for understanding trends in
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public health. Of the health-related research that has used these
data, many focus on tracking and understanding the diffusion of
various diseases, e.g. influenza and cholera (Achrekar, Gandhe,
Lazarus, Yu, & Liu, 2011; American Society for Microbiology 2011;
Culotta, 2010; Ehrenberg, 2012). One reason for this is the relative
ease with which things like flu symptoms can be traced in tweets
and linked to reports from the Center for Disease Control. However,
less research has explored other, non-diffusion related public
health-related uses (Ghosh & Guha, 2013).

Given the vast amount of available Twitter data, and researchers’
increasing ability to handle “Big Data,” it is important to explore the
potential of using these data in a way that informs broader public
health problems that go beyond disease diffusion. The research
presented in this paper studies the spatial patterns and sentiment
of food-related tweets to gain perspective on trends of food con-
sumption across the continental United States. Additionally, a sta-
tistical analysis is conducted to explore whether spatial variations
in food-related tweets correspond to the locations of US Depart-
ment of Agriculture (USDA)-classified food desert census tracts. In
other words, the data are analyzed to gauge whether the content
and sentiment of food tweets corroborate the implication that
residents in these food desert tracts consume less healthy foods.
More explicitly, the goals of this paper are to:
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1. introduce a new framework for exploring health-related social
media data that employs sentiment analysis at a large scale
based on the acquired big spatial data,

2. analyze the overall spatial distribution and sentiment of tweets
on healthy and unhealthy foods, and

3. explore the relationship between the locations of tweets on
healthy and unhealthy food and USDA-designated food desert
census tracts.

To the best of the authors' knowledge, this is the first study to
attempt such analyses, and will contribute to the growing public
health literature on understanding the geography of healthy food
consumption and accessibility, through the use of a novel combi-
nation of big spatial data and Geographic Information Science-
oriented concepts.

The rest of the paper is organized as follows. Section 2 provides
a review of Twitter-based Geographic Information Systems
(GIS) research, previous work in public health using Twitter, and
relevant work on healthy diets and food deserts. Next, Section 3
provides a detailed overview of our methods and data. Results
from our analyses are presented and discussed in depth in Section
4. Finally, conclusions, limitations, and future directions are offered
in Section 5.

2. Literature review

While social media technology has only recently become ubiq-
uitous, researchers have been quick to realize that the massive
amount of information posted online can provide potentially
valuable information about myriad topics.

2.1. Twitter data's role in research

GIScience research utilizing social media data, such as Twitter, can
be classified into two categories: general exploratory data analysis
and applied science research using Twitter as a complimentary
source of data. GIS researchers are particularly interested in studying
the location awareness and the social-economic characteristics of
tweets (Alampay, 2006; Cheng, Caverlee, & Lee, 2010; Li, Goodchild,
& Xu, 2013; Soule, Shell, & Kleen, 2003; Xu, Wong, & Yang, 2013;
Zhao & Rosson, 2009). While the previously mentioned analyses
improve the understanding of Twitter data, they are more focused on
the locational property rather than content of the tweets. Due to its
characteristics of real-time, large-scale and quick-propagation,
Twitter data has attracted attentions from applied scientists to
facilitate the knowledge discovery process in a wide variety of fields.
For example, Twitter, along with other crowd sourcing GIS methods
are identified as a useful data source to improve geospatial support
for disaster management (Goodchild & Glennon, 2010). Similar ex-
amples include work by Zook, Graham, Shelton, and Gorman (2010)
and Kumar, Barbier, Ali Abbasi, and Liu (2011) who both look at the
utility of crowd sourcing to aid in disaster relief. In another applica-
tion, Cranshaw, Schwartz, Hong, and Sadeh (2012), delineate people's
“livehood” (a dynamic organizational urban structure of lived spaces)
by analyzing behaviors of social media users.

Twitter-based research in the field of public health is similarly
nascent. In comparison to the exploratory analyses described
above, public health studies employing social media data combine
content analysis, location analysis and domain knowledge to
improve applied science research. For example, and as alluded to in
the introduction, researchers have studied the utility of Twitter
data to detect the outbreak of seasonal influenza, which in some
cases is demonstrated to be more effective than more traditional
surveillance methods (Dugas et al, 2012; Lee, Agrawal, &
Choudhary, 2013; Signorini, Segre, & Polgreen, 2011).

However, public health work beyond monitoring vector-borne
diseases remains lacking. Examples of papers exploring other as-
pects of public health include Scanfield et al.'s (2010) work using
Twitter to better understand the use and misuse of antibiotic
medications. Two other especially relevant papers that utilize
Twitter data to identify important public health topics and under-
stand their spatial patterns have been recently published and are
presented here. Ghosh and Guha (2013) focus on obesity and fast
food locations, and demonstrate the potential for using Twitter as a
data source for a variety of public health applications, beyond
infection disease monitoring. A second innovative paper examines
the relationship between the locations of “healthful” and “un-
healthful” tweets and the location of food vendors that sell healthy
or unhealthy foods in the city of Columbus, Ohio (Chen & Yang,
2014). This work suggests that Twitter data can be linked to envi-
ronmental factors to understand behavioral choices. The research
presented here expands on both of these papers by implementing
an automated sentiment analysis of a large national dataset of
tweets, and comparing their locations to the government-
maintained USDA food accessibility mapper.

2.2. “Food deserts” and public health

One of the most pressing public health issues in the United
States is the inequity in access to healthy foods. The issue receives
ample attention in both popular (Barclay, 2013) and academic
publications (McKinnon, Reedy, Morrissette, Lytle, & Yaroch, 2009;
Wrigley, 2002). Regions that lack sufficient access to healthy food
stores are commonly referred to as “food deserts,” implying the
area is deserted of vendors that regularly offer affordable, fresh, and
healthy foods (Shaw, 2006). A large literature has developed over
the past half decade, seeking to understand how to best charac-
terize these environments (Farber, Morang, & Widener, 2014;
Larson, Story, & Nelson, 2009; McKinnon et al., 2009; Walker,
Keane, & Burke, 2010). However, there is a growing body of work
that critiques the notion that food deserts can be so simply
described (Cummins & Macintyre, 2002; Shaw, 2006). Widener,
Metcalf, and Bar-Yam (2011), Widener, Farber, Neutens, and
Horner (2013) and Burgoine and Monsivais (2013) demonstrate the
spatio-temporal movements of food vendors (e.g. farmers' markets
opening and closing) and urban residents (e.g. changing spatial
distributions due to commuting) can alter the level of access pop-
ulations have to healthy food vendors. An and Sturm (2012) directly
examine the relationship between the food environment and diet
among children, aged 5—17, in California. The authors fail to find a
robust link between healthier eating and residing in food deserts,
but assert that further study is needed.

Beyond mapping the locations of tweets about healthy and
unhealthy food in the continental United States, the research pre-
sented in this paper attempts to extend An and Sturm's work by
studying the relationship of healthy eating and location at a na-
tional scale. While Twitter data has limitations, it does provide a
novel means for exploring food consumption in a way that was
previously unavailable, even a decade ago. Ultimately, this big data
approach seeks to add to the food accessibility conversation by
furthering the understanding of the spatial distribution of diets and
access across the US.

3. Data and methods

In this paper, we are interested in the spatial patterns of food
tweets. We collect tweets from Twitter's streaming application
programming interface (API) from 6/26/2013 to 7/22/2013. The
streaming API provides a near-real time sample of all tweets that
match our submitted query about healthy and unhealthy foods, of
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which we store only those tweets that are georeferenced (2.5% of
the total tweets). Finally, only tweets that occur within the conti-
nental US are kept and analyzed to map what regions more
frequently mention healthy or unhealthy foods, and whether their
sentiment is positive or negative. The entirety of this process is
thoroughly described in the next subsection.

3.1. Collecting Twitter data

Fig. 1 demonstrates the software architecture for data retrieval,
and the analysis framework that fetches and analyzes real-time
Twitter data. Two modules are developed to complete the data
acquisition task: a retrieval module and an analysis module. The
retrieval module is responsible for establishing a connection with
the Twitter web server through its streaming API. The “public
stream” is used for collecting data, as the focus of this retrieval task
is public data flow containing tweets that mention healthy and
unhealthy food, rather than a data stream from a specific user or
website. Different from receiving data through Twitter's search API,
which provides a REST (Representational State Transfer) interface,
the method utilized here requires the establishment of a persistent
HTTP (HyperText Transfer Protocol) connection for receiving
streaming tweet data. To satisfy this requirement, the retrieval
module first opens a socket connection and then performs HTTP
post requests in which the queried tweets are identified. An error
handling mechanism is adopted to check if the communication
channel remains open every time when a new HTTP request is sent.
If the number of failed attempts is more than a predefine value, the
program automatically stops.

Once the raw tweets are returned from the server, they are
serialized and stored in a database. In order to make use of these
data in a timely manner, a separate analysis module simultaneously
reads the data as they are flushed into the database. The parsing
module first deserializes the raw tweet data into a text based JSON

Streaming API

(JavaScript Object Notation) object and then extracts desired in-
formation (e.g. user ID, user profile, tweet text, location and tweet
time) from the object. Before entering them into the database for
further analysis, two rules are applied to filter out noisy tweets,
which contain food keywords but actually refer to something
different due to the polyseme issue. The first rule is defined to
remove tweets mentioning specific companies with food names,
such as Apple and Blackberry. Company profiles are compiled and
are composed of a set of keywords that are related to the company
(Yerva, Miklos, & Aberer, 2010). For instance, when “iPhone”,
“iPad”, “iPod”, “keynote”, “iTunes”, etc are mentioned, the tweet is
likely about the computer company Apple Inc. If a tweet contains a
company's name, and at the same time contains any keyword that
appears in the company's preconstructed profile, it will be
considered irrelevant to food, and disregarded. The second rule is
applied for more general cases. A taxonomy analysis is performed
on each tweet and a list of themes will be returned. If none of the
themes are related to the category “Food and Drink” in the taxon-
omy (Alchemy, 2014), this tweet will be filtered out. For instance,
although a food name “orange” appeared in tweet “I'm at Orange
County Convention Center West Concourse (Orlando, FL),” this
tweet is identified as noise and disregarded, because the tweet is
categorized as having a travel theme by the taxonomy analysis. By
applying the above rules for disambiguation, many irrelevant
tweets were removed, increasing the number of tweets actually
about food saved in the database.

Next, an analysis module is called to gain perspective on users'
preferences about food through sentiment analysis. The next sec-
tion describes the process in detail.

3.2. Sentiment analysis

Sentiment analysis of social media, which computationally ex-
tracts the implied opinions, or “sentiment”, of text from online
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Fig. 1. A tweet data retrieval and analysis framework. Purple modules represent static modules and blue modules represent software programs. (For interpretation of the references

to colour in this figure legend, the reader is referred to the web version of this article.)
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Table 1

List of foods searched for in tweets.
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Healthy foods

Unhealthy foods

Fruits Vegetables General Fast food

apple juice acorn squash hubbard squash bacon Arby's Panda Express
apples artichokes iceberg (head) lettuce cakes Baskin-Robbins Panera Bread
apricots asparagus kale cheese Bojangles' Papa John's
bananas avocado kidney beans cookies Boston Market Papa Murphy's
blueberries bean sprouts lentils donuts Burger King Pizza Hut
cantaloupe beets mesclun energy drinks Captain D's Popeyes Louisiana Kitchen
cherries black beans mushrooms fruit drinks Carl's Jr. Qdoba Mexican Grill
fruit cocktail black-eyed peas mustard greens hot dogs Checkers/Rally's Quiznos
grape juice black-eyed peas (dry) navy beans ice cream Chick-fil-A Sbarro
grapefruit bok choy okra pastries Chipotle Mexican Grill Sonic Drive-In
grapefruit juice broccoli onions pizza Church's Chicken Starbucks
grapes brussels sprouts pinto beans ribs CiCi's Pizza Steak 'n Shake
honeydew butternut squash plantains sausages Culver's Subway

kiwi fruit cabbage potatoes soda, pop Dairy Queen Taco Bell
lemons carrots pumpkin sports drinks Del Taco Tim Hortons
limes cassava red peppers Domino's Pizza Wendy's
mangoes cauliflower romaine lettuce Dunkin' Donuts Whataburger
nectarines celery soy beans Einstein Bros. Bagels White Castle
orange juice collard greens spinach El Pollo Loco Zaxby's
oranges corn split peas Five Guys Burgers & Fries

papaya cowpeas sweet potatoes Hardee's

peaches cucumbers taro In-N-Out Burger

pears dark green leafy lettuce tomato juice Jack in the Box

pineapple eggplant tomatoes Jason's Deli

plums field peas turnip greens Jimmy John's

prunes garbanzo beans (chickpeas) turnips KFC

raisins green bananas water chestnuts Krispy Kreme

raspberries green beans watercress Krystal

strawberries green lima beans wax beans Little Caesars

tangerines green peas white beans Long John Silver's

watermelon green peppers zucchini McDonald's

users, offers an opportunity for researchers to make new discov-
eries by associating the implied meaning of statements with
physical location at a broad scale. Sentiment analysis can be clas-
sified into three general categories, differentiated based on the
manner in which text is being analyzed: sentiment classification,
feature-based sentiment analysis and sentiment analysis of
comparative sentences. Sentiment classification aims at assigning a
text block (of any size) a single positive or negative score (Aue &
Gamon, 2005; Devitt & Ahmad, 2007; Wan, 2008). Feature-based
sentiment analysis is used to further extract the objects within a
text block, and judge the positive or negative opinion of each object
(Bethard, Yu, Thornton, Hatzivassiloglou, & Jurafsky, 2004; Choi,
Cardie, Riloff, & Patwardhan, 2005; Kim & Hovy, 2004). Finally, a
sentiment analysis of comparative sentences is used to understand
a user's opinion of objects being compared in a single sentence,
such as “KFC's chicken tastes better than McDonald's”.

Analyzing the sentiment of social media text is a challenging
task due to the sophistication of natural language and the typical
short length and irregular structure of user-generated content (Saif,
He, & Alani, 2012). To improve the accuracy of sentiment analysis
results, we adopted a feature-based sentiment analysis by obtain-
ing sentiment of the actual food entity mentioned in a tweet rather
than getting an overall score of the whole tweet. Given a tweet or
data from other social media, sentiment analysis can be defined by
the below quadruple:

<Opﬁk7 uj, Oj: tk >,

where opjj is the opinion from a user u; on some object o; at time .
The variable op;j, usually has a continuous range of [-1,1], where a
value of 1 indicates a strong positive sentiment, a value of 0 is
neutral, and a value of —1 is a tweet expressing a strong negative
sentiment.

While there are multiple popular tools for sentiment analysis,
including Alchemy (2013), Zemanta (2013), and OpenCalais (2013),
Alchemy API is chosen in our work because it has been validated
through earlier studies to yield more accurate sentiment classifica-
tion (Meehan, Lunney, Curran, & McCaughey, 2013; Saif et al., 2012).
Alchemy API introduces a combined use of linguistic analysis, which
considers a sentence's composition, and statistic analysis, which
handles noisy content (e.g. misspellings). The actual sentiment
analysis is a classification process, built upon learned patterns used
to make predictions about the text's intended sentiment. The
sentiment analysis process includes the following steps:

(1) Since opinion words and phrases are always the prominent
feature used for sentiment classification, the first step is to
extract words that provide a good indication about subjec-
tivity or opinions. Usually these words are adjectives and
adverbs. An adjacent noun of these opinion indicators is also
extracted to provide sufficient context to determine a sen-
tence's opinion orientation.

(2) A supervised classification is conducted to estimate the
positive or negative orientation of the extracted
words identified in step 1. To ensure classification accuracy, a
large collection of training data from the web was crawled, as
well as top social media platforms. Over 200 billion words
were extracted for pattern detection. The orientation of the
sentiment is measured by the co-existence of a phrase with
perfect positive terms, such as “excellent”, and with negative
terms, such as “poor”. By matching the classified patterns in
the tweet content, the opinion orientation of entities in each
tweet can be identified.

The results of sentiment analysis have range of [—1,1]. The
higher the value is, the more positive a tweet is. A value of 1 means
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Fig. 2. Kernel density surfaces (tweets/square-mile) of four subgroups of tweets.

a person holds very positive opinion about an object (in our case,
the object is the food mention). A value of —1 means that a person is
extremely negative about an object, and 0 means this is a neutral
tweet.

3.3. What foods are healthy?

In order to evaluate which food is healthy and whether people
like it or not by tweeting it, the first step involves defining a list
of healthy and unhealthy foods. www.choosemyplate.gov is used
as a starting point for populating this list. This website catalogues
commonly eaten foods from the five food categories considered
to be apart of a healthy diet (fruits, vegetables, grains, protein
foods, and dairy), as well as foods classified as “empty calories.”
For this study's healthy food list, we only consider fruits and
vegetables for three reasons. First, produce is commonly rec-
ommended to make up about half of a person's healthy diet
(Control, 2013). Second (and related to the first reason), research
has found a strong relationship between the consumption of
fruits and vegetables and decreased risk of a number of chronic
diseases (Bazzano et al., 2002; He et al., 2004; Higdon, Delage,
Williams, & Dashwood, 2007; Hung et al., 2004). Third, grains,
protein foods, and dairy are healthy when consumed in moder-
ation, and can have negative health effects if consumed in larger
quantities (Drewnowski, Kurth, Holden-Wiltse, & Saari, 1992).
Therefore, the lists of fruits and vegetables are utilized as a proxy.
For the unhealthy food list, we take the empty calories catalogue
from www.choosemyplate.gov, and supplement it with the
names of fast food restaurants listed in QSR's Top 50 quick-
service restaurants (QSR, 2012). Both lists are presented in
Table 1.

3.4. Preparing data for analysis

As previously mentioned, of all tweets with relevant key-
words from Table 1 available via the Twitter's streaming API, 2.5%

are available with location information and are stored for further
analysis. This process occurs from 6/26/2013 to 7/22/2013, at
which point a total of 500,000 geolocated tweets are recorded.
The data are then further examined, with all tweets outside
of the contiguous 48 United States eliminated, resulting in a
total of 148,533 tweets. The spatial distribution of tweets
closely resembles the population distribution of the United
States with most occurring in major metropolitan regions
throughout the East Coast, South, Midwest, and West Coast.
Once collected, as described in detail in Section 3.1, a textual
analysis is executed in order to gauge whether a tweet is about
healthy or unhealthy foods, as defined by Table 1, and if the
sentiment of the tweet is positive or negative. This results in the
derivation of four subgroups, where sentiment values of exactly
zero are not included in any subgroup: Healthy/Positive (HP),
Healthy/Negative (HN), Unhealthy/Positive (UP), and Unhealthy/
Negative (UN). There are a total of 128,914 tweets in the four
subgroups.

Next, in order to control for the large volume of tweets
happening in major cities, a population density surface is con-
structed. A population-weighted kernel density estimate (KDE) is
computed for the contiguous United States using tract centroid
and population data from the 2010 U.S. Census, with a search
radius of 20 miles and 1 square mile output cells with units of
people/square mile. The 20 mile search radius is chosen so that
metropolitan regions are contiguously represented and the
output cells of 1 square mile are chosen because they provide a
relatively high resolution representation of the population, while
not causing an unreasonable computational burden. Using the
point data from the four tweet subgroups (HP, HN, UP, and UN),
an additional four tweet KDE surfaces are computed using the
same search radius and cell size values, resulting in units of
tweets/square mile (Fig. 2). Finally the four tweet density sur-
faces are divided by the population density surface to compute
four raster surface layers with units of tweets/people. The
resulting surfaces are shown in Fig. 3.
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Fig. 3. Kernel density surfaces of four subgroups of tweets, controlling for the spatial distribution of population.

4. Results and analysis

Before exploring the relationships between content and senti-
ment of tweets and their locations in US Department of Agriculture
designated low access, low income (LILA) census tracts (also known
as food deserts), it is important to provide an overview of the
spatial distribution of tweets across the study area. Subsection 4.1
presents such an overview of the previously described tweet den-
sity surfaces, as well as a number of derived maps. This is followed
by statistical analyses aimed at understanding whether food tweets
located in regions with low access to healthy foods are predomi-
nantly healthy or unhealthy in their content. Finally, a series of
statistical models that relate tweet content to census tract char-
acteristics, like LILA status, are presented to further understand the
link between tract-level demographics and Twitter behavior.

4.1. Overview of spatial distribution of Twitter data

Adjusting for population, some interesting geographic patterns
are identifiable. In particular, even after adjusting for population,
large metropolitan regions are still easily identifiable. This corre-
sponds with the findings of Smith and Brenner (2012), who note
that urban and suburban residents are significantly more likely to
use Twitter than are residents of more rural regions. However there
are notable differences in the intensity of the tweets per person
rates across the four categories and space. For example, the map
displays the subtle spatial variations in the rate of tweeting a
message with a negative sentiment about healthy food and the rate
of tweeting a message with a negative sentiment about unhealthy
food in the state of Michigan.

It is important to note that extreme peaks in the rate of tweeting
per person are likely due to sensitivity to low population counts.
For example, the highest rates (the dark grey and black regions)
occur in sparsely populated areas and are an artifact of the method
of calculation (described in Section 3.3). It is also possible that these

peaks are related to temporal anomalies in tweeting that corre-
spond to events focused on food, like the week long National Cherry
Festival in Traverse City, Michigan (population of approximately
15,000), that attracts over 500,000 attendees to celebrate the
cherry harvest. This event occurred during our data collection
period, which may account for the fact that Traverse City, Michigan
had a rate of 0.0003 tweets/person, which is greater than rates of
approximately 0.0001 found in cities like Memphis, Louisville,
Jacksonville, and Buffalo, which all have metro-region populations
of around 1,000,000.

Despite this, the descriptions of per capita food tweets for more
populated areas are likely more robust, as they are not subject to
wild fluctuations in the population. The Northeastern, Midwestern,
and West Coast megalopolises, along with other large urban re-
gions (e.g. the Dallas-Houston-San Antonio triangle in Texas), have
relatively high food tweet to person ratios.

4.2. Analysis of tweet locations and low income, low access census
tracts

One of the major goals of this research is to understand whether
tweets about food can serve as a means of public health surveil-
lance at a national scale by analyzing differences in content and
sentiment in food desert and non-food desert census tracts. To
explore this, a polygon layer with data pertinent to residents'
abilities to access food at the tract level is obtained from the USDA's
Economic Research Service's Food Access Research Atlas, formerly
known as the Food Desert Locator (USDA ERS, 2013). For this paper,
census tracts considered to be “low income, low access” are of in-
terest, where:

o the tract is considered to be low access if 33% or at least 500
residents are 0.5 miles away from supermarkets in urban re-
gions, and 10 miles away from supermarkets in rural regions,
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e and the tract is considered to be low income if the tract's
poverty rate is 20% or greater, or the median family income is
less than or equal to 80% of the state-wide median income, or it
is in a metropolitan area and has a median family income less
than or equal to 80% of the metro-area's median family income
(USDA ERS Documentation, 2013).

The location of these LILA tracts is displayed in Fig. 4 (USDA ERS,
2013).

First, it is of interest to simply understand where various types
of tweets are located. Table 2 displays a cross tabulation of tweets in
the previously described four subgroups versus their presence in a
LILA census tract, where a “1” indicates that the tweet occurred in a
LILA tract and “0” means the tweet occurred in a non-LILA tract.
Generally, the volume of tweets that occur in LILA tracts is much
lower than those tweets occurring in non-LILA tracts. This makes
sense, as there are 63,389 non-LILA tracts and only 8894 LILA tracts.
However, comparing the column-wise proportions reveals note-
worthy results. For example, 73.6% of tweets are about unhealthy
food in LILA tracts, while 72.7% of tweets in non-LILA tracts are
about unhealthy food. While the difference of 0.9% is small, it is
found to be statistically significant via the difference of proportions
test at a p < 0.05 level. Likewise, there is a significant difference (at
p < 0.05) between the 16.7% of HP tweets in LILA tracts and the
17.9% of HP tweets in non-LILA tracts.

The differences in the lower prevalence of HP tweets and higher
prevalence of unhealthy tweets in LILA tracts lends credence to the
supposition that there are forces driving residents of low income
neighborhoods with low access to healthy food stores, like super-
markets, to maintain less healthy diets. In this regard, the analysis
of the Twitter dataset has provided useful information.

More nuanced models are needed to understand the impact of
being located in a LILA tract, controlling for other local demographic
factors. To explore these issues, a number of logistic regression
models are constructed and tested. The models' results are pre-
sented in Table 3, with the binary variable of “healthy tweet con-
tent” as the dependent variable, where the dependent variable is
equal to one if a tweet contained a keyword considered to reference
healthy food (Table 1). It is important to note that these models use
all of the approximately 149,000 tweets. Unlike the contingency
tables, tweets with a sentiment value of zero are included in this
analysis. Independent variables include the sentiment of the tweet
(ranging from —1 to 1), and a number of tract-level demographic
variables like total population (continuous integer), proportion of
males (continuous value from O to 1), median age (continuous
integer), and proportion of black residents (continuous value from
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Fig. 4. Location of low income, low access tracts.

Table 2
Contingency table of subgroups versus LILA tract status.

LILA tracts
0 1 Row total

Healthy, negative 12,442 1678 14,120 N
0.881 0.119 0.10 N/Row total
0.095 0.097 N/Col total
0.084 0.011 N/Table total

Healthy, positive 23,465 2901 26,366
0.890 0.110 0.18
0.179 0.167
0.158 0.020

Unhealthy, negative 37,858 5356 43214
0.876 0.124 0.29
0.289 0.308
0.255 0.036

Unhealthy, positive 57,393 7440 64,833
0.885 0.115 0.44
0.438 0.428
0.386 0.050

Column total 131,158 17,375 148,533
0.883 0.117

0 to 1). These variables are all relevant to dietary intake (Forshee &
Storey, 2006). Additionally, independent binary variables indicating
the tweet is located in a tract considered to be both low income and
low access, just low access, or just low income are included in
Models 1, 2, and 3, respectively.

Coefficients (as adjusted odds ratios) and significance levels
for the three models are presented in Table 3. The AIC values (a
relative goodness of fit statistic) of the models are all similar,
with Model 2 having a marginally better fit. The direction and
magnitude of the odds ratios are consistent across all three
models, indicating that there are some general trends that can be
gathered from this analysis. All three models indicate that the
odds of a tweet being about healthy food increase with an in-
crease in the sentiment score, suggesting that the more positive
the tweet is, the more likely that tweet contains healthy content.
For all three models, a tweet being located in a LILA, low access to
supermarket, or low income tract (from Models 1, 2, and 3
respectively) result in a decrease in the odds that the tweet will
contain healthy content, holding all else equal. The low access
tract variable (Model 2) has the greatest decrease in odds, fol-
lowed by the LILA tract variable, with the low income tract var-
iable not being significant. Variables describing the demographic
characteristics of tracts show that areas with a larger median age
and more male residents have increased odds of a tweet con-
taining healthy content, while the proportion of black residents is
not significant. Finally, the tract population from the 2010 census,

Table 3
Logistic regression models exploring the relationship of tweet content with tract-
level variables.

Dependent variable: healthy tweet content

All coefficients presented as adjusted odds ratios

Model 1 Model 2 Model 3
Sentiment (-1to 1)  1.210*** 1.210%** 1.210™**
LILA tract 0.960* — —
Low access tract - 0.930*** -
Low income tract - - 0.994
Median age 1.003** 1.004*** 1.003**
Proportion male 3.020*** 2.870*** 3.040***
Proportion black 1.050 1.040 1.040
Population (2010) 1.000*** 1.000* 1.000***
AIC 173,130.62 173,118.16 173,135.42

* = p <005 =p <001, =p < 0.001.
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which was included to help control for urban/rural differences,
does not affect the odds of the models' outcomes. Ultimately, the
three exploratory logistic regression models reinforce the finding
from the contingency table that tweets in tracts where there may
be spatial or economic accessibility issues are less likely to
contain healthy content than tracts with higher incomes and/or
better access.

5. Conclusion

The results presented in Tables 2 and 3 suggest that healthy food
might be more prevalent in regions not considered food deserts by
the USDA. This finding is important because it provides some
justification for the aggregate level methods that identify variably
sized regions as food deserts, as is done in the USDA's food access
research atlas. Additionally, the use of geolocated tweets allows
researchers to generate maps of various subcategories of social
media messages, as is done in Fig. 3, for spatial analyses. Certain
anomalies, like the previously discussed Traverse City case, can be
further inspected to determine whether their contributions should
be discounted.

Findings from this research imply that data from social media
services, like Twitter (which is easily available through their API),
can be used for public health purposes that range beyond that of
simple diffusion mechanics. In fact, such services provide myriad
opportunities for “taking the pulse” of what and where a topic of
interest is being discussed. Monitoring the prevalence of a topic
over space allows researchers to compare that topic with other data
compiled using different means. Specifically, in this paper, the
content and sentiment of geolocated food tweets are compared to a
dataset that identifies regions with low access to healthy foods. The
idea that census tracts with low access to supermarkets and low
income residents are at risk for maintaining less nutritious diets is
reinforced by the data showing a higher proportion of tweets with
unhealthy content in food desert tracts, and a negative correlation
between a tweet being about healthy content and located in a food
desert tract.

Of course, there are important limitations that must be
considered when conducting any analysis using social media data.
First, the use of a service like Twitter is elective. Because of this, it is
unlikely that the data represent the complete population of inter-
est. This is reinforced by findings from Smith and Brenner (2012),
showing that only 15% of internet using adults use Twitter. Addi-
tionally, young adults, African Americans, urban/suburban resi-
dents, and mobile users use Twitter at higher rates (Smith &
Brenner, 2012). Therefore, any analysis using social media data
should not overstate claims about representing all residents in a
study area. For example, and relevant to this paper, internet usage is
negatively correlated with poverty and age (Zickuhr, 2013), two
groups most vulnerable to having low economic access to healthy
foods. Similarly, the higher urban and suburban usage may mean
the regression models presented in Table 2 are more representative
of food deserts in non-rural regions. While services like Twitter do
allow researchers to collect and analyze spatial data with at a scale
that was previously not easily achievable, the uncertain de-
mographic make up of users poses problems when attempting to
establish irrefutable conclusions. This is a problem that affects all
research utilizing this type of data. Correcting for these population
biases could cause different or non-significant model outcomes.
Thus, it is important to note that the results from this paper are
derived from a new and large, but inevitably flawed, dataset. So,
while it is difficult to make conclusions about broader populations,
the results seen here do provide some new insights into the prev-
alence and sentiment of food tweets by the population of Twitter
users.

A second limitation is related to the reliability of the content and
sentiment analysis methods presented in Section 3. While auto-
mated analyses of content and sentiment have improved, they are
still imperfect. Limitations with the sentiment analysis method
include the inability to pick up nuanced or ambiguous meanings,
like sarcasm. This is a particular challenge that affects all areas of
research involving the interpretation of online or digital text (Davis,
Bolding, Hart, Sherr, & Elford, 2004; Stapleton, 2005).

Related to the second limitation, a third limitation is that Twitter
data is sensitive to when it is collected. For example, by collecting
our data during the middle of the summer, there may be more
mentions of farmers' markets and food festivals, such as the Cherry
Festival in Traverse City mentioned in the results section, than there
might be during winter months.

A fourth limitation specific to this study has to do with the food
list used and displayed in Table 1. While we assume fast food res-
taurants are a reasonable analog for less-than-healthy food, it is
possible to order healthier options at these types of restaurants.
Future work should explore methods for determining a list of terms
that can be used with social media analysis and related to actual
food consumption.

A final limit to note is that this method may not be applicable to
certain public health issues. While food is a relatively common and
easy thing to tweet about, other topics might be more personal, for
example, sexual health. Along the same lines, people may be more
apt to tweet about food when they go out to a restaurant for dinner,
where they could be eating less healthy foods than they might
otherwise.

Despite these limitations, the findings of this work point to a
convincing relationship between increased prevalence of un-
healthy foods in food deserts at a national scale. Such a finding
lends credence to the measures used by the USDA to locate regions
at risk of having poor spatial and economic access to healthy foods.
Of course, local studies with carefully designed surveys will provide
a more detailed and reliable means of analyzing healthy and un-
healthy food consumption, but ultimately, the methods presented
here provide a novel way for utilizing social media data across a
large geographic space to understand the landscape of public
health.
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